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Conclusions

MIT’s Moral Machine Experiment: 

A cautionary tale about foreseeable societal impact

 Shifting away from the Shared-Responsibility Question (the
restricted as well as the broader version, which included

Level2, partial automation) is a major loss. For society, for
policymaking, for research debates and their impact on AI
ethics.

 Was it foreseeable that the MM experiment would
contribute to such a shift? Yes.

 It was baked into its questionnaire design!

 Substantial involvement from philosophers in AI-ethics-
related projects, debates is needed. With attention to
details of language, interpretation, conceptual clarity,
research purpose and consequences so that

 we can be more strategic about keeping important
questions on the discussion table.

 detect and counter moves that (intentionally or
unintentionally) can, foreseeably, shift discussion away
from the key questions.
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