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Proofs of ii. and iii. by modus tollens from i. and the conditions.
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Corollary: If $G_{1}$ holds and $R$ is expressible, then $\mathcal{L}$ is incomplete.
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The degree of a formula is the number of logical constant occurrences contained.

We can prove theorems for every formula by induction on the degrees.

We use the logical symbols $\vee, \wedge, \leftrightarrow, \exists$ as abbreviations on the usual way. Further abbreviations:
$t_{1} \neq t_{2}$ for $\neg t_{1}=t_{2} ;$
$t_{1}<t_{2}$ for $t_{1} \leq t_{2} \wedge t_{1} \neq t_{2} ;$
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$\left(\forall v_{i} \leq t\right) F$ for $\forall v_{i}\left(v_{i} \leq t \rightarrow F\right)$ and limited existential quantification on the similar way.
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Let $F\left(v_{1}\right)$ be a formula with one free variable. $F\left(v_{i}\right)(i \neq 1)$ is the following formula:

- If $v_{i}$ has no bounded occurrences in $F\left(v_{1}\right)$, the formula where every free occurrence of $v_{1}$ is substituted by $v_{i}$;
- If $v_{i}$ does occur in $F\left(v_{1}\right)$, then take the smallest $j$ s.t. $v_{j}$ does not occur in $F\left(v_{1}\right)$, substitute every (bounded) occurrence of $v_{i}$ with $v_{j}$, and then proceed with the resulting formula as in the first clause.
With $n$-variable regular formulas $F\left(v_{1}, v_{2}, \ldots v_{n}\right)$ and substituting variables $v_{i_{1}}, v_{i_{2}}, \ldots v_{i_{n}}$, the procedure is similar.
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$c_{1}=c_{2}$ is true iff $c_{1}$ and $c_{2}$ denote the same number; $c_{1} \leq c_{2}$ is true iff $c_{1}$ denotes a number less or equal than the number denoted by $c_{2}$.
Logical constants work on the usual way. E.g.: $\forall v_{i} F$ is true iff for every number $n, F(\bar{n})$ is true. $F(\bar{n})$ is of lower degree than $\forall v_{i} F$, therefore induction guarantees that this definition works.

